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Zero to DevSecOps: 
Security in a DevOps World
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A little background dirt…

@jimmesta

§ 10 years of penetration testing, 
teaching, and building security 
programs

§ OWASP AppSec California organizer 
and Santa Barbara chapter founder

§ Conference speaker
§ Been on both sides of the InfoSec 

fence
§ Loves Clouds
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Introduction to DevOps and Common Patterns

Infrastructure Security and Infrastructure as Code

Introducing Security to DevOps Environments

Introduction to DevOps

People, Process, and Technology

Microservices and Containers

A Trip Down Memory Lane

Where to Go Next
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We Have a “Situation”
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The Situation
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“Our research has 
uncovered 24 key 
capabilities that drive 
improvements in software 
delivery performance in a 
statistically significant way.”

The (Actual) Current State of Affairs
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Continuous Delivery Capabilities

§Version Control
§Deployment Automation
§Continuous Integration
§Trunk-Based Development
§Test Automation
§Test Data Management
§Shift Left on Security
§Continuous Delivery

8
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Architecture Capabilities

§Loosely Coupled Architecture

§Empowered Teams

§Customer Feedback

§Working in Small Batches

§Team Experimentation

9
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Lean Management and Monitoring Capabilities

§Change Approval Process

§Monitoring

§Proactive Notification

§WIP Limits

§Visualizing Work

10
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Cultural Capabilities

§Supporting Learning

§Collaboration Among Teams

§Job Satisfaction

§Transformational Leadership

11
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High Performers vs. Low Performers

§46x more frequent code deployments

§440x faster lead time from commit to deploy

§170x faster mean time to recover from 
downtime

§5x lower change failure rate

12
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High Performing Security Teams

“High-performing teams were more likely to 
incorporate information security into the 
delivery process. Their infosec personnel 
provided feedback at every step of the 
software delivery lifecycle, from design 
through demos to helping out with test 
automation. However, they did so in a way 
that did not slow down the development 
process…”

13
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Goals of this Course

14

§Give you the tools to move the needle to “High Performer”

§Common consensus (or not?) on DevOps and DevSecOps

§Deploy software more confidently

§Understand cloud security topics

§Exposure to only the best memes

Most importantly, have some fun!
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A Brief History of the SDLC

15
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Part 1: The Waterfall Era 
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Part 1: The Waterfall Era 

§Modeled software development after 
what we knew and learned building 
hardware

§Months (or years!) of planning and 
preparation before a line of code is 
written

§All good stories have to start 
somewhere
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Traditional SDLC AKA “Waterfall”
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Idea Requirements 
Gathering

Estimation and 
Planning Development QA and Test Infrastructure 

Planning
Manual 

Deployment

§ Optimizes for risk management. Assuming the cost 
of a mistake is high and tolerance for risk is low

§ Critical services still benefit from certain ”waterfall” 
methodologies

§ Linear progression when deploying software
§ Relies heavily on human intervention and interaction 

to “pass the code” on to the next step

Live
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Part 2: The Agile Enlightenment
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Part 2: The Agile Enlightenment

§Realization that software differs from hardware

§Competition emerges and first-to-market matters

§90’s was all about experimentations in effective software 
deployment

§Sprints, daily standups, retrospectives emerge

§Manual testing, QA, and deployment
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Part 2: The Agile Enlightenment

Rapid Application Development (RAD) Model 

Dynamic Systems Development Method
Scrum

Extreme Programming
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Agile / Scrum / Extreme

24

Idea

Development

Development

Quality 
Testing

Software 
Deployment

§Begin optimizing for speed and agility

§ Incremental changes 
§Beginning of TDD, timeboxing, stories, pair-programming, etc.

§We begin thinking about and measuring the effectiveness of 
our SDLC

Live
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Part 3: Invasion of the Robots
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Continuous Integration and Delivery
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Idea

Development

Development

Continuous 
Integration

Continuous 
Delivery

§Optimizes for speed and agility. Assuming the cost of a 
mistake is low and tolerance for risk is high

§ Parallel and incremental changes
§ Automation and upfront work makes this possible
§ Self-testing code and early days of automated QA

Live
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Part 4: The Current State of Affairs
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DevSecOps

28

Idea

Development

Development

Continuous 
Integration

Continuous 
Deployment

§Cultural shift towards end-to-end ownership of code

§Zero-downtime, automated deployments

§Emergence of containers, serverless, and zero-downtime 
deployments

§ ”Everything-as-Code” is the new standard

§Security is no longer a blocker or silo

Microservices

Automated Security Awesomeness

Dev + Ops Collaboration
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DevSecOps Advantages
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Add customer value

Puts security in everyone’s job description

Eliminate “black box” security teams and tools

Ability to measure security effectiveness 

Reduce attack surface and vulnerabilities 

Increase recovery speed

Save $$$

Secure by default mentality 
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The Rest is History…
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Introduction to DevOps

31



COPYRIGHT ©2019 MANICODE SECURITY

What is DevOps?

32
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DevOps Anti-Patterns

33

Have the Ops team deal with it.

Time to fire the Ops team!

Let’s hire a DevOps unit!
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Anti-Pattern: “Throw it Over the Wall”

34

Development Operations
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Anti-Pattern: “DevOps Team Silo”

35

Development OperationsDevOps
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Anti-Pattern: “NoOps” Approach
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Development Operations

Dev
Ops
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Anti-Pattern: “Ops Will Handle it”

37

Development Operations

Dev
Ops
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Anti-Pattern: “Ops Will Handle it”

38
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Development and Operations Collaboration

39

Development Operations
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Dev and Ops Fully Shared Responsibilities

40

Development Operations
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DevOps-as-a-Service

41

Development Operations DevOps
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So…What is DevOps?

42

Process

ToolsPeople

…and some buzzwords
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Collaboration Across Teams

Cross-Training 

Support Business Agility 

Breaking Down Silos

Automation of Repetitive Tasks

“Everything” as Code

Test, Measure, and Monitor 

People

Tools

Process
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Adding the “Sec” to DevOps

44
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Windows for automated scanning and 
manual testing are shrinking 

Continuous delivery scares security 
teams

Framework, language, infrastructure 
fatigue

Security teams are vastly outnumbered

Automated detection of complex issues 
is hard work

Third-party code / libraries / APIs / 
tooling scattered everywhere
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We want to turn this…
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Into this!
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Competing Forces

48

”The Business”

Development

Operations

Security

”Build it faster and cheaper!”

”Don’t get hacked!”

”No downtime, ever!”
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The Case for DevSecOps
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§Software and product development is rapidly moving 
towards Agile, Scrum, DevOps

§The “perimeter” as we know it is going away

§Traditional security mechanisms are failing to keep up

§The demand for security aka “not getting hacked” is 
skyrocketing

§Security is becoming a marketing tool and selling point
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Traditional Security SDLC Integration 

50

Idea Requirements 
Gathering

Estimation and 
Planning Development QA and Test Infrastructure 

Planning
Manual 

Deployment

§Worked in a ”waterfall” world where time was not of 
the essence

§Many manual checkpoints and heavy domain 
expertise

§Often relies on opinion vs. science and data
§Tools tailored towards local operator machines
§Knowledge sharing and communication can be messy 

at best
Live

No! Moar
Firewalls!

Must Read 
Every Line!

Fire Up 
Scanner..

Update the 
WAF!

3 Week  
“Pen Test”
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DevSecOops
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Code Committed

Continuous 

Integration

Repository

Peer review

Automated test suite

Build 

Automation

Continuous 

Deployment

Infrastructure QA Testing 

(performance, load, etc.)

Configuration management, 

artifact creation,  db

migrations, etc.

Put it in the queue

Wait!

Need manual 

pen test first!

Can we talk 

about this?

Must manually 

change FW rules

File a ticket

IaaS, PaaS, 

On-Prem, etc.

Post-deploy 

checks

Monitoring 

and alerting

Production

MY Dashboard!
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“DevSecOps is the process of incorporating 
and enforcing meaningful security controls 
without slowing down deployment velocity.”
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DevSecOps Trinity of Success 

53

Development Operations Security
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DevSecOps is a Journey…



COPYRIGHT ©2019 MANICODE SECURITY

So…What is DevSecOps?
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Process

ToolsPeople

…and some buzzwords
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Enabling DevSecOps Through People

56
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Break Down the Silos
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Build a Team Beyond Yourself
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Be Approachable
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Train Others



COPYRIGHT ©2019 MANICODE SECURITY 62

Radical Transparency 
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Communication and Collaboration

63

§Critical piece to the DevOps puzzle

§A culture of trust and empowerment 
makes for a healthy workplace

§Move towards shipping software faster 
and more confidently

§Embrace cross-team communication 
and training

§Feedback available from each step of 
the pipeline

§Security is a great fit in modern 
DevOps cultures
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Case Study: The ”Two Pizza” Team
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Enabling DevSecOps Through Process

65
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DevOps Processes

66

§Automate building the dev and production environment

§Automate software testing (including security)

§Automate deploying software and services

§Automate monitoring and alerting
§Tune your tools to become more automated and hands-

off

§Build the pipeline slowly and don’t fear failure!

§Be careful with sensitive areas which are difficult to 

automate (access control, biz logic, complex actions)
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DevOps Pipeline
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Code Committed

Continuous 

Integration

Repository

Peer review

Automated test suite

Build 

Automation

Continuous 

Deployment

Infrastructure QA Testing 

(performance, load, etc.)

Configuration management, 

artifact creation,  db

migrations, etc.

Production

IaaS, PaaS, 

On-Prem, etc.

Post-deploy 

checks

Monitoring 

and alerting
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Development

68

§Code is written by developers using an 

Agile methodology (use-cases, stories, 

etc.)

§Git branching methods to reduce 

releases into smaller deployable units

§Developers need an environment as 

similar to production as possible on 

their local machines

§Teams work fast and push code often

§Feedback loops and communication 

platforms are critical

Code Committed
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Continuous Integration

69

Repository

Peer review

Automated test suite

§Process of rapidly incorporating new 

features into software

§Code is committed by developers into a 

shared repository using some flavor of 

Git branching

§Automated checks are fired off ever 

time a commit is made

§Errors are detected quickly and the 

feedback loop is kept tight

§ Code must be self-testing

§ Keep builds fast and make CI output 

available to everyone
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Continuous Deployment
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Build 
Automation

Infrastructure QA Testing 
(performance, load, etc.)

Configuration management, 
artifact creation,  db
migrations, etc.

§Process of rapidly releasing new 
software into production

§Only triggered after Continuous 
Integration steps have completed

§Can range from automatically 
constructing infrastructure, building 
container artifacts, or performing 
database migrations

§ Includes testing infrastructure for 
performance and capacity

§Continuous Delivery implies a manual 
deployment while Continuous 
Deployment is automated end-to-end
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Production

71

§ Infrastructure that serves the software

§Can be bare metal, PaaS, SaaS, IaaS, 

or a hybrid

§Closely monitored by teams for 

performance, anomalies, security, etc.

§Should allow for zero-downtime 

deploys

§BC/DR and rollback procedures in 

place

§Programmable Infrastructure is an 

important piece to building a DevOps 

pipeline

IaaS, PaaS, 

On-Prem, etc.

Post-deploy 

checks

Monitoring 

and alerting
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DevSecOps Pipelines
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Key Goals of DevSecOps Pipelines

§ Optimize the critical resource: Security personnel
§ Automate things that don’t require a human brain
§ Drive up consistency
§ Increase tracking of work status
§ Increase flow through the system
§ Increase visibility and metrics
§ Reduce any dev team friction with application security
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Why we like AppSec Pipelines

§ Allow us to have visibility into WIP
§ Better understand/track/optimize flow of engagements
§ Average static test takes ...
§ Great increase in consistency
§ Easier re-allocation of engagements between staff
§ Knowing who has what allows for more informed “cost 
of switching” conversations

§ Flexible enough for a range of skills and app maturity
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Pipeline Security

76

Code Committed

Continuous 

Integration

Repository

Peer review

Automated test suite

Build 

Automation

Continuous 

Deployment

Infrastructure QA Testing 

(performance, load, etc.)

Configuration management, 

artifact creation,  db

migrations, etc.

Production

IaaS, PaaS, 

On-Prem, etc.

Post-deploy 

checks

Monitoring 

and alerting
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Development  (Pre-Commit) 

77

§Developer laptops are the first line of 
defense in a DevSecOps pipeline

§Moving security to the left prevents 
costly mistakes and vulnerabilities later

§Required Git pre-commit hooks can 
offer a simple, effective feedback loop  
–Static analysis scans in the IDE
–Peer review from security engineers
–Lightweight, threat modeling in 

sensitive areas

Code Committed
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Git-Secrets

78

https://github.com/awslabs/git-secrets

https://github.com/awslabs/git-secrets
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Brakeman Static Scanning (Git Pre-Commit Hook)

79
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Continuous Integration (Commit Stage)

80

Repository

Peer review

Automated test suite

§Basic automated testing is performed 
after a commit is made

§Must be quick and offer instant 
feedback

§Key place to include security checks 
that run in parallel with integration 
tests, unit tests, etc.
– Identify risk in third-party components
– Incremental static security scanning
– Alerting on changes to high-risk areas
– Digital signatures for binaries
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Continuous Integration (Commit Stage)

81

§CI server may include a dedicated 
security worker

§Third-party dependency checking 
performed in CI
–OWASP Dependency Check
–Node Security Project
–Bundler-Audit
–SRC:CLR

§Custom alerts set on repositories and 
sent to “on-call” security teams
– Is someone changing pw hashing algorithm?
– Is a new password policy enabled?
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Continuous Deployment (Acceptance)

82

Build 
Automation

Infrastructure QA Testing 
(performance, load, etc.)

Configuration management, 
artifact creation,  db
migrations, etc.

§Triggered by successful commit and 
passing build

§Utilize parallel, out-of-band processes 
for heavyweight security tasks

§ IaaS and Config Management should 
provision latest, known-good 
environment state (as close to 
production as possible)

§Security checks during acceptance:
– Comprehensive fuzzing 
– Dynamic Scanning (DAST)
– Deep static analysis
–Manual security testing
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§Zap Baseline scan incorporated into CI 
stage of the deployment pipeline

§Runs a basic scan scan from a simple 
Docker run command

§By default will output all results of 
passive scan rules

§Highly configurable but still struggles in 
certain areas

https://github.com/zaproxy/community-scripts/tree/master/api/mass-baseline

Continuous Deployment (Acceptance)
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Production (Post-Deployment)

84

§After all security checks have passed 
and deployment is complete

§Security teams job does not stop here:
–Monitoring and Alerting
–Runtime Defense (RASP)
–Red Teaming
–Bug Bounties
–External Assessments
–Web Application Firewalls
–Vulnerability Management 

IaaS, PaaS, 
On-Prem, etc.

Post-deploy 
checks
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Monitoring and Alerting

85
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Web Application Firewall

86
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Case Study - Netflix

87

§The original DevSecOps Unicorn

§ “Freedom and Responsibility” model in 
engineering

§Early cloud adopter

§No operations or systems engineers 
aka NoOps

§Heavy cross-team shared responsibility 
model

§Code is traced end-to-end

§Tooling to increase security visibility

§Compartmentalization
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Vulnerability Management

88
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Bug Bounties

89
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How can you change your 
current pipeline to become 
more security-centric?
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Enabling DevSecOps Through Technology

91
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Where are we going?

92

Infrastructure as a Service

Identity and Access Management

Network and Data Security

Logging and Monitoring

Containers and Microservices



COPYRIGHT ©2019 MANICODE SECURITY

Infrastructure

93
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Infrastructure-as-a-Service

94

“Infrastructure as a Service, sometimes abbreviated as IaaS, contains 
the basic building blocks for cloud IT and typically provide access to 
networking features, computers (virtual or on dedicated hardware), and 
data storage space. Infrastructure as a Service provides you with the 
highest level of flexibility and management control over your IT 
resources and is most similar to existing IT resources that many IT 
departments and developers are familiar with today.
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Infrastructure-as-a-Service (IaaS)

95

§Delivery of a complete computing foundation
§Servers (virtualized, physical, or “serverless”)
§Network
§Storage

§ Infrastructure is exposed to operators using a service 
§Programming network and infrastructure through 

APIs vs. buying and building physical hardware
§Can be operated by a third-party, hosted in-house 

(K8s), or a hybrid model
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Infrastructure-as-a-Service

96

Managed by Ops

IaaS Provider

Amazon EC2
Auto Scaling Amazon

DynamoDB

Physical VM Hosts

Network Hardware
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IaaS Benefits

98

§Allows organizations to scale quickly without the large 
capital expense of building a data center

§May be a cost effective approach compared to owning 
hardware

§ If demand is volatile, IaaS can scale up and down 
elastically

§ IaaS availability SLAs 
§Many providers offer advanced services such as 

logging, monitoring, machine learning, security 
appliances, etc. that integrate directly



COPYRIGHT ©2019 MANICODE SECURITY

IaaS Providers

99
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IaaS Security Considerations

100

§ “The Cloud” doesn’t do security for you – this is your 

responsibility

§Access Control

§Auditing Capabilities

§ Insider Threats

§Compliance Requirements

– SOC, PCI, HIPAA, etc.

§Historic Security Performance 

§Encryption Capabilities

§Third-Party Certificates and Audits

§Secrets Storage, Built-in Security Features, etc.



COPYRIGHT ©2019 MANICODE SECURITY

AWS Shared Security Responsibility Model

101
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The Cloud Won’t Protect You

102
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Identity and Access Management

103
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Identity and Access Management

104
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Identity and Access Management

105

"We finally managed to get our panel access back 
but not before he had removed all EBS snapshots, 
S3 buckets, all AMI's, some EBS instances and 
several machine instances," the company wrote in a 
message posted to its homepage. "In summary, 
most of our data, backups, machine 
configurations and offsite backups were either 
partially or completely deleted."
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The Four Steps to IAM Epiphany

106

§Lock Down Root Account

§Force Strong Authentication Mechanisms

§Properly Configure IAM Policies

§Monitor and Alert on Suspicious Behavior

IAM
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Lock Down Root Account

107

ROOT.
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Lock Down Root Account

108

§Most Cloud environments have a Root account
§Grants full access to all your resources for all 
services, including billing information

§Permissions cannot be restricted for this key
§This IS the proverbial ”Key to the Kingdom” 
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Lock Down Root Account

109

§Consider this account a “Break Glass” account

§Keep tabs on who has access to Root and 

audit this list regularly

§Strong password, rotated regularly, and stored 

in password manager 

§Create and enforce written policy banning 

creation of Root access keys for SysAdmins

§Use a physical hardware token for MFA and 

place token in physical lockbox
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Strong Authentication - MFA

110

§If credentials are compromised, require a 
second layer of authentication

§Can be hardware token or ”soft token” 
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Strong Authentication – API MFA

111

§With MFA enabled, operators must retrieve a 

‘session-token’ which will grant access from 

the CLI for 12 hours (default)
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Strong Authentication – Password Requirements

112

§Granular password policy in AWS console 
controlled by administrators

§Align with internal policies and audit regularly
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Strong Authentication – IP Restrictions

113

§Consider using IP restrictions when creating 
custom IAM policies

§Lock down to office IP range or VPN address
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Identity and Access Management

114
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IAM - Always Create Individual IAM Users 

115

§It’s 2019…We don’t share credentials



COPYRIGHT ©2019 MANICODE SECURITY

IAM – Stock Policies

116

§These policies are updated by the cloud 
provider when new services are introduced

§Designed to support common tasks



COPYRIGHT ©2019 MANICODE SECURITY

IAM – Use Groups to Assign Permissions

117

§Use groups to enforce least privilege access 
for function or business unit

§Easier to manage than individual IAM policies 
per user

§Attach default AWS policies as needed
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IAM – Use Groups to Assign Permissions

118
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Monitoring and Alerting (IAM) 

119
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IAM - Monitoring and Alerting

120

§In the event of account compromise, how 
would we know what failed?

§Many IaaS providers have built in monitoring 
and alerting mechanisms out of the box

§Start simple and build your solution over time
§Focus on keeping the noise to a minimum and 
developing meaningful metrics
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Network and Data Security

121
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Network Security - VPC

122

§Provides set of contained subnets with a 
common CIDR block

§Like a “virtual data center” spread across 
multiple availability zones (AZ)

§Can be built in a variety of ways to accomplish 
security and scale 



COPYRIGHT ©2019 MANICODE SECURITY

VPC Architecture 

123

§Public-facing VPC

§Public and Private VPCs 

§Private VPC with hardware VPN access

§Public / Private subnets with hardware VPN

§Software-based VPN

§SSH Bastion Box

§…
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VPC Security

124

§Enable network logging(Flow Logs + 
CloudWatch)

§Configure site-to-site VPN to transfer data 
between regions or providers

§Consider implementing IDS / IPS
§Use private subnets and put instances behind 
load balancers when possible

§Outbound traffic should be proxied and 
restricted to only known ports / protocols 
(Squid, etc.)
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Network Segmentation – Separate VPC

125

Production Staging Development

Ops QA Dev
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Network Segmentation - Account Isolation

126

Production Staging Development

Ops QA Dev
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Network Security – Security Groups
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§”ACLish” rules typically applied to firewalls or 
routers

§SG rules are applied directly to instances
§Audit often, enable monitoring and alerting
§Avoid incoming traffic from 0.0.0.0/0 
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Network Security – Security Groups

128

§ In regulated environments where end-to-end 
encryption is required set up alerts for risky ports 
being opened

§Consider setting up alerts for suspicious behavior:
– Port 21 was opened and closed in <30 minutes
– The range of ports 100-200 were opened
– X number of SGs were created or deleted in 24 hours

§Severely restrict who can create, modify, or delete 
SGs

§SGs should be version controlled and go through 
proper change management procedures
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Data Storage

129
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Data Storage

130

§Encryption of all instance volumes as well as object 
storage

§Proper authorization and authentication of databases 
and object storage mechanisms *cough*S3*cough*
–This includes message queuing systems!

§Always use encrypted channels for data in transit from 
another cloud instance or from a local machine

§Retain access logs of object storage and alert on 
suspicious behavior

§Ensure default credentials, ports, etc. are locked down 
when deploying new infrastructure
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Key Management

131

§Many cloud providers offer key management services 
built to store and distribute key pairs
–AWS Key Management Service (KMS)
–Google Cloud Key Management Service

§Ensure keys are backed by an Hardware Security 
Module (HSM)

§Keys can be used for a variety of tasks
–SSH key pairs
–Encrypting / Decrypting databases or volumes
–Encrypting logs
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Key Management Best Practices
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§Ensure access to keys is logged and audit-friendly
–Cloudtrail integration in AWS

§Apply least privilege / separation of duties for 
sensitive keys
–IAM policy enforcement in AWS

§MFA applied for sensitive actions
§Rotate per your organizations policies 
§Have an incident response procedure and practice it
–What happens when a key is compromised?

§No keys in version control. Ever.
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Distributing Secrets
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§Software systems often need access to a shared 
credential to operate:
– Database password

– Third-Party API key
– Microservices

§Secret management is full of opinions and could be a 
course itself

§Many options exist – Choose your own adventure!
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Commandments of Sane Secret Management
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§Secrets should not be written to disk in 
cleartext

§Secrets should not be transmitted in cleartext
§Access to secrets should be recorded
§Operator access to secrets should be limited
§Access control to secrets should be granular
§Secrets distribution infrastructure should be 
mutually authenticated

§Secrets should be version-controlled
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HashiCorp’s Vault
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Which is the most secure way to pass secrets to an app 
running in a container?

1. Pass secrets as an environment variable

2. Mount volume in container that has secrets in a file

3. Build the secrets into the container image

4. Query a ”Secrets API” over your network 

5. Other
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Logging, Monitoring, and Alerting 
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§ Logs are a part of daily life in the DevOps world
§ In security, we focus on particular logs to detect security 

anomalies and for forensic capabilities
§ A basic logging pipeline can be shared between Developers, 

Operations, and Security teams:
– Log Aggregation: Used to ingest logs from systems, 

applications, network components, etc.
– Long Term Storage: Filesystem which retains logs for an 

extended period of time. Good for forensics or breach 
investigation.
– Short Term Storage: Filesystem or DB which stores logs to 

be queried quickly and easily.
– Alerting: Anomaly detection system which is responsible for 

sending alerts to teams when a deviation occurs
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Logging and Monitoring Pipeline
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Monitoring and Alerting in Action
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§OSSEC is a popular open source Host-Based 
Intrusion Detection System (HIDS) 

§ An OSSEC Agent is installed on each cloud instance 
throughout our IaaS

§Wired up with Elasticsearch and Kibana can make for 
a great (and affordable) DevSecOps dashboard

§Can alert on a wide variety of security-specific events:
– Invalid SSH attempts

– Successful sudo to ROOT executed
– Interactive session opened

– Package deleted

– DB access from unsuspected system
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Monitoring and Alerting in Action
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IaaS

Log 
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Short Term 
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Anomaly
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Query Interface

DevSecOps

sudo su

S3
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Open Source PCI Dashboard
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Monitoring and Alerting – Config
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§Alerts based on non-compliance in AWS 
resources

§Custom rules or out-of-the-box AWS rules
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Monitoring and Alerting – Config
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Monitoring and Alerting – Config
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Monitoring and Alerting – Splunk
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§Defacto log aggregation and analysis toolset

§Enables us to:

§Monitor for security events across 
environments

§Analyze anomalous behavior

§Automate IR procedures

§Visualize attack data

§Correlate seemingly random data streams to 
actionable security events



COPYRIGHT ©2019 MANICODE SECURITY

Monitoring and Alerting – Splunk
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Infrastructure Scanning Using Prowler
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Common Tools Found in DevSecOps Environments
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Infrastructure as Code
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Building Infrastructure

150

§Is your infrastructure…

§Self documenting?

§Version controlled?

§Capable of continuous delivery?

§Integration tested?

§Immutable?

Remember: ”It’s all software"
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Immutable Infrastructure
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“Immutable infrastructure is compromised of components which are 
replaced during deployment rather than being updated in place”
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Security and Immutable Infrastructure
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§An immutable infrastructure starts with a 
“Golden Image” in a version catalog

§Security teams have a central location to 
validate images as compliant and enforce OS 
hardening policies

§No more guesswork what is installed 
Automation can flag security anomalies vs. 
human intervention

“Push Security to the Left”
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Simple Immutable Infrastructure
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Proving Immutability 
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Shellshock?
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Shellshock?
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Infrastructure as Code
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Infrastructure as code (IaC) allows for infrastructure to be deployed 
using a high-level, descriptive language. IaC treats the entire 
infrastructure as if it is software. Because, it’s all software…
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Grouping & Tagging

Node
Node
Node
Node

DB

Node
Node
Node
Node
Cache

Node
Node
Node
Node
Web

Apache

Monitoring

MySql

Memcache

§ Tagging your servers 
and containers applies 
the required set of 
automation

§ A base set of for all 
servers

§ Each server can have 
multiple tags  

§ Map tags to security 
requirements
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Cattle, not pets.
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Security Wins
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§Security team now has insight into the entire 
system

§Infrastructure is auditable and version 
controlled, just like source code

§Patching can be applied programmatically with 
a high level of certainty

§Alerting can be built for changes to specific 
areas of the infrastructure
– A new firewall rule is created or deleted
– Administrative user is created
– New VPC rolled out

§Testing can occur much earlier in the pipeline
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Infrastructure as Code - Terraform

161



COPYRIGHT ©2019 MANICODE SECURITY

Infrastructure as Code – K8s
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Security Testing Infrastructure: Compliance as Code
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Security Testing Infrastructure using Gauntlt
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Security Testing Infrastructure using Gauntlt
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”Chaos” Testing Infrastructure using Chaos Monkey
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”Chaos” Testing Infrastructure using Gremlin
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Where do we go from here?
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